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Web graph  Social network  

Biological graph  Linked data: RDF graphs  

Google: > 1 trillion 
indexed pages   

Facebook: >800 
million active users  

De Bruijn : billions 
of vertices  

20 billion RDF 
tuples  
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ÅMemory-resident solution 
ÂRunning on single server. 

ÂDifficult/Impossible to accommodate the content of an 
extremely large graph. 

ÂLow concurrency. 

ÅSimple distributed solution (e.g., MapReduce) 
ÂRunning on commodity cluster. 

ÂHigh concurrency and enough memory space. 

ÂChained MapReduce 

ÅCommunication and serialization overhead. 

ÅProgramming complexity 
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Å Distribution model: graph partitioning. 
Å Computation model: run on each partition/vertex 

simultaneously. 
Å Communication model: message passing 
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ÅPros 
ÂDesigned for iterative jobs 
ǐGraph algorithms: shortest distance, PageRank, etc. 

ǐDM/ML tasks: K-Means, belief propagation, Parallel Gibbs 
sampling, etc. 

Â Scalable, robust, simple. 

ÅCons 
ÂGraph partitioning: one partition can not fit all ! 

ÂQuery on graph 
ÅUnbalanced workload 

ÅInter-machine communication 
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Å Unbalanced workload 
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Å Inter-machine communication 

Å Graph query pattern 
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ÅGraph query processing 

ÂSolving the problems facing graph partitioning (Pregel) 

ÅWorkload balancing (replication) 

ÅCommunication reduction 

ÂGraph partition management strategy 

ÅEvolving query workload. 

ÅSedge: a Self Evolving Distributed Graph Processing 

Environment 
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ÅPartitioning techniques 

ÂComplementary partitioning 

ÂOn demand partitioning 

ÂTwo-level partition management 

ÅSystem architecture 

ÅExperiments 

ÅConclusions 
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Å Complementary partitioning : repartition the graph with 
region constraint. 

Å These two sets of partitions will run independently. 
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ȣ ȣ 

Á Iteratively repartition the graph 
ÁPros 

Á Effective communication reduction 
Á Workload balancing 

ÁCons 
Á Space limitation 
Á Can not adapt to dynamic workload 
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Å Query profiling 
ÂBlocking: use blocks to track 
cross-partition queries. 
ÂAdvantages:  
ÅQuery generalization. 
ÅProfiling with fewer features. 

Å Blocks 
Â Goal: coarsen a graph 
Â Method: disjoint 1-hop 
region 
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P3 

Å Envelope: a set of blocks that covers a cross partition 
query. 

Å Envelope Collection: put the maximized number of 
envelopes into a new partition wrt. space constraint. 
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Å Intention: combine similar envelopes sharing many 
common blocks. 

 
ÅAlgorithm: 

1) Similarity search (nearest neighbor search). 

Locality Sensitive Hashing (LSH): Min-Hash, in O(n)  

2) Envelope combining 

1. Cluster the envelopes in the same bucket produced by 
Min-Hash. 

2. Combine the clusters with highest benefit. 
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